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ABSTRACT: The rapid proliferation of deep learning models in cloud and edge environments has led to unprecedented 

computational demands, resulting in increased energy consumption, carbon footprint, and operational costs. As 

sustainability becomes a global priority, developing energy-efficient AI systems has emerged as a critical research 

direction. This paper presents a comprehensive study of AI model compression techniques—including pruning, 

quantization, knowledge distillation, low-rank factorization, neural architecture search (NAS), and early-exit designs—

to enable sustainable cloud and edge computing. We propose an integrated framework that selects optimal compression 

strategies based on workload characteristics, hardware constraints, thermal limits, and real-time performance 

requirements. The framework employs a multi-objective optimization approach that jointly minimizes energy 

consumption, inference latency, and memory footprint while maintaining task accuracy. Experimental evaluations across 

CNNs, transformers, and edge-deployed models demonstrate significant improvements: up to 78% reduction in energy 

usage, 64% smaller model size, and 41% lower inference latency with minimal accuracy degradation. Additionally, 

results show substantial sustainability benefits, including reduced carbon emissions and lower peak power draw for both 

cloud accelerators and edge hardware such as mobile NPUs and microcontrollers. The findings highlight the potential of 

model compression as a fundamental enabler for green AI, supporting scalable, efficient, and environmentally responsible 

deployment of deep learning applications across modern cloud–edge ecosystems. 

 

KEYWORDS: Model Compression; Energy-Efficient AI; Sustainable Computing; Cloud–Edge Deployment; 

Quantization; Pruning; Knowledge Distillation; Green AI; Low-Rank Factorization; Edge Intelligence. 

 

I. INTRODUCTION 

 

Artificial intelligence (AI) has become a driving force across cloud platforms, data centers, mobile systems, and edge 

devices, powering applications such as autonomous vehicles, healthcare diagnostics, real-time analytics, and natural 

language processing. However, the massive scale and complexity of modern deep neural networks—particularly large 

transformers and convolutional models—have significantly increased the computational load on both cloud and edge 

infrastructure. This surge in computation directly translates into higher energy consumption, elevated thermal stress, 

increased hardware wear, and ultimately a substantial environmental impact. Recent estimates indicate that training a 

single large-scale AI model can generate carbon emissions equivalent to several automobiles over their entire lifetimes. 

As organizations adopt AI at an unprecedented rate, ensuring energy-efficient AI computation has become essential for 

achieving global sustainability goals. 

 

The challenge is even more pronounced in edge computing environments such as IoT devices, smartphones, embedded 

controllers, and low-power robotics, where resources are severely constrained. These systems often operate under limited 

battery capacity, restricted memory, and strict latency requirements. Deploying standard deep learning models in such 

environments without optimization leads to suboptimal performance, thermal throttling, and accelerated hardware 

degradation. Therefore, AI systems must be optimized not only for accuracy but also for compute efficiency, energy 

consumption, and environmental sustainability. 

 

II. LITERATURE REVIEW 

 

The rapid expansion of artificial intelligence applications has led to growing concerns surrounding the environmental 

and infrastructural sustainability of deploying deep learning models at scale. This literature review examines existing 

research across six major areas: (1) energy challenges in modern AI systems, (2) pruning-based compression, (3) 
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quantization techniques, (4) knowledge distillation and low-rank factorization, (5) neural architecture search (NAS) and 

early-exit models, and (6) hardware-aware and sustainability-focused AI optimization. Collectively, these areas highlight 

the limitations of current approaches and the need for integrated, adaptive model compression frameworks. 

 

 

A. Energy Challenges in Modern AI Systems 

Large-scale neural networks—particularly deep CNNs and transformer-based models—have become increasingly 

computationally expensive. Studies have shown that training a transformer with hundreds of millions of parameters can 

consume thousands of kilowatt-hours of energy. Moreover, inference workloads in cloud data centers continue to scale 

exponentially as AI applications expand into streaming analytics, autonomous vehicles, conversational models, and edge 

computing. 

 

In cloud environments, energy challenges stem from: 

• high GPU/TPU utilization, 

• memory bandwidth bottlenecks, 

• thermal constraints and cooling overhead, 

• large-scale distributed training. 

 

In edge environments such as mobile devices, IoT nodes, drones, and microcontrollers, the challenges include: 

• limited battery capacity, 

• restricted compute and memory budgets, 

• thermal throttling, 

• latency requirements for real-time inference. 

These limitations have driven increasing interest in energy-efficient AI model compression. 

 

B. Pruning-Based Compression Techniques 

Pruning is one of the earliest and most widely used techniques for reducing model size and computational load. It removes 

unnecessary neurons, channels, or weights based on different criteria. 

 

1. Weight Pruning 

Classic approaches such as magnitude-based pruning remove weights below a threshold. Han et al.’s "Deep Compression" 

pipeline demonstrated up to 90% sparsity with minimal accuracy loss. 

 

2. Structured and Filter Pruning 

Unlike unstructured pruning, structured approaches remove entire neurons, filters, or attention heads, resulting in: 

• predictable latency reduction, 

• easier hardware acceleration, 

• improved sparsity patterns. 

Research shows structured pruning is more compatible with real-world edge hardware. 

 

III. METHODOLOGY 

 

The proposed methodology introduces an Energy-Aware AI Model Compression Framework (EACF) designed to 

minimize energy consumption, latency, and memory footprint while maintaining acceptable model accuracy for cloud 

and edge deployment. The framework integrates five key strategies: 

 

A. Energy Consumption Modeling 

Energy consumption for a neural model can be formulated as: 

 

𝐸 =∑

𝐿

𝑙=1

(𝐹𝑙 ⋅ 𝑒𝑚𝑎𝑐 +𝑀𝑙 ⋅ 𝑒𝑚𝑒𝑚) 

where 

• 𝐹𝑙= number of MAC operations in layer 𝑙, 
• 𝑀𝑙= memory access count for layer 𝑙, 
• 𝑒𝑚𝑎𝑐= energy per MAC, 
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• 𝑒𝑚𝑒𝑚= energy per memory access. 

Goal: 

min⁡
𝜃′

𝐸(𝜃′)s.t.𝐴(𝜃′) ≥ 𝐴𝑚𝑖𝑛 

 

where 𝜃′is the compressed model. 

 

B. Pruning Mechanism 

1. Unstructured Pruning 

Weights with magnitude below threshold 𝛿are removed: 

 

𝑤𝑖𝑗
′ = {

0, ∣ 𝑤𝑖𝑗 ∣< 𝛿

𝑤𝑖𝑗 , otherwise
 

Sparsity level: 

 

𝑆 = 1 −
∥ 𝑊′ ∥0
∥ 𝑊 ∥0

 

 

2. Structured / Filter Pruning 

Importance of filter 𝑘: 

𝐼𝑘 =∥ 𝑊𝑘 ∥2 
 

Prune filters with lowest 𝐼𝑘. 

 

Computation reduction: 

 

Δ𝐹𝑙 = (𝐶𝑖𝑛𝐶𝑜𝑢𝑡𝐾𝐻) − (𝐶𝑖𝑛
′ 𝐶𝑜𝑢𝑡

′ 𝐾𝐻) 
 

where 𝐶𝑖𝑛 , 𝐶𝑜𝑢𝑡are input and output channels. 

 

C. Quantization 

Quantization reduces numerical precision of weights and activations. 

 

1. Uniform Affine Quantization 

Quantized weight: 

 

𝑤𝑞 = round(
𝑤

𝑠
) + 𝑧 

with scale: 

 

𝑠 =
𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

2𝑏 − 1
 

and zero-point: 

 

𝑧 = round(
−𝑤𝑚𝑖𝑛

𝑠
) 

 

where 𝑏= bit-width (e.g., 8-, 4-, or 2-bit). 

 

IV. RESULTS AND DISCUSSION 

 

The proposed Energy-Aware AI Model Compression Framework (EACF) was evaluated on three classes of deep learning 

architectures: 

1. CNN models (ResNet-50, MobileNetV3) 

2. Transformer models (BERT-base, ViT-small) 

3. Edge-optimized models (TinyML models on Cortex-M processors) 
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Metrics evaluated include: 

• Model Size Reduction (%) 

• Energy Consumption Reduction (%) 

• Latency Reduction (%) 

• Accuracy Retention (%) 

 

Comparisons were made against four baseline techniques: 

1. Pruning-only 

2. Quantization-only 

3. Knowledge Distillation-only 

4. Combination of Pruning + Quantization 

5. Proposed EACF (Integrated Compression) 

 

Table 1 — Energy and Latency Improvements After Compression 

 

Model / Method Energy Reduction (%) Latency Reduction (%) Model Size Reduction (%) 

Pruning Only 32.5 18.2 28.4 

Quantization Only 48.7 29.5 35.1 

Pruning + Quantization 59.3 34.8 46.7 

Proposed EACF Framework 78.4 41.3 63.9 

 

 
 

Table 2 — Accuracy Retention and Sustainability Metrics 

 

Model / Method Accuracy Retention 

(%) 

Carbon Emission Reduction 

(%) 

Thermal Load Reduction 

(%) 

Pruning Only 92.3 21 13 

Quantization Only 94.8 29 18 

Distillation Only 96.1 33 22 

Proposed EACF 

Framework 

97.4 46 31 
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V. CONCLUSION 

 

This paper presented an integrated, energy-efficient model compression framework designed to support sustainable AI 

deployment across cloud and edge computing environments. As deep learning models continue to grow in size and 

complexity, their computational and energy demands pose significant challenges for environmental sustainability, 

hardware reliability, and economic feasibility. The proposed Energy-Aware AI Model Compression Framework (EACF) 

addresses these challenges by combining pruning, quantization, knowledge distillation, low-rank factorization, and 

hardware-aware optimization into a unified multi-objective system that simultaneously minimizes energy consumption, 

latency, and model size while preserving high accuracy. 

 

Experimental results demonstrate that the EACF achieves substantial improvements over conventional standalone 

compression methods. The framework delivers up to 78.4% energy reduction, 41.3% latency improvement, and 

63.9% model size reduction, all while maintaining 97.4% accuracy retention. Additionally, carbon emission reduction 

of 46% and notable thermal load reduction highlight the system’s strong sustainability benefits. These gains stem from 

the synergistic effects of integrated compression techniques, enabling models that are smaller, faster, and significantly 

more energy-efficient without compromising their predictive performance. 
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