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ABSTRACT: The continuous evolution of cloud-native applications necessitates periodic database refactoring to
address performance bottlenecks, accommodate new features, and, crucially, integrate enhanced security mechanisms.
This paper presents an Empirical Study of Secure Cloud Database Refactoring (SCDR), focusing on its impact on
the critical non-functional requirements of application scalability and fault tolerance. We investigate the refactoring
process of migrating a monolithic application database schema to a sharded, microservices-oriented architecture,
implementing two distinct security patterns during the migration: (A) Data Tokenization and (B) Attribute-Based
Access Control (ABAC) enforced via a data access layer. The empirical evaluation utilized a highly available managed
cloud database (e.g., AWS Aurora/GCP Cloud Spanner equivalent) under simulated peak load conditions. The findings
reveal that while SCDR introduces an initial, quantifiable complexity and latency overhead, the resulting sharded,
secured architecture exhibits a $42\%S$ improvement in horizontal scalability and a $55\%$ faster recovery time
during simulated zonal failures compared to the legacy monolithic setup. This establishes that strategic security
integration through refactoring is not merely a cost, but a catalyst for superior operational resilience and
performance scaling.
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I. INTRODUCTION AND MOTIVATION

Cloud adoption facilitates rapid scaling, yet many legacy web and mobile platforms suffer from the limitations of their
initial data storage architecture specifically, centralized, monolithic databases. As transaction volumes and data
sensitivity increase, these databases become single points of failure, performance bottlenecks, and prime targets for
security breaches (Vogels, 2008). Database refactoring—the systematic process of restructuring a database schema
without changing its external behavior—is essential for addressing these issues.

However, modern refactoring is inherently tied to security objectives. The movement towards Zero-Trust (ZT) and
least-privilege access mandates deep architectural changes, such as decoupling data access from business logic and
encrypting/tokenizing sensitive fields (Kindervag, 2010). The integration of such security measures often raises
concerns about introducing overhead that could negate the performance benefits sought through refactoring.

1.1. Research Questions

This study aims to empirically answer the following questions:

1. What is the quantifiable performance impact (latency and throughput) of integrating advanced security patterns
(Tokenization and ABAC) during cloud database refactoring compared to the legacy architecture?

2. How does the refactored, sharded architecture, secured with the proposed patterns, impact the application’s
horizontal scalability and fault tolerance (recovery time)?

II. THEORETICAL BACKGROUND AND RELATED WORK

2.1. Database Refactoring Patterns

The refactoring pattern studied here is the transition from a monolithic database (a single instance holding all data) to
a sharded architecture (horizontal partitioning). Sharding is the standard approach for achieving massive horizontal
scale and distributing load (Krintz & Wolski, 2009). The Strangler Fig Pattern, applied to the data access layer, is the
established methodology for executing this transition safely.
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2.2. Secure Data Patterns in the Cloud

o Data Tokenization: A security pattern where sensitive data (e.g., credit card numbers) is replaced by a non-
sensitive equivalent (a token) that retains its format and length. This minimizes the risk exposure in the application and
database tiers (Gartner, 2017).

o Attribute-Based Access Control (ABAC): A security model where access rights are granted based on user
attributes, resource attributes, and environmental conditions. In the cloud, this is often enforced via a centralized Policy
Decision Point (PDP) or a data access proxy (Hu et al., 2019).

2.3. Scalability and Fault Tolerance in Cloud Databases

Scalability, particularly horizontal scaling, is achieved by distributing the load across multiple read/write replicas and
sharded instances. Fault tolerance is often measured by the Recovery Time Objective (RTQ)—the time required to
restore service after a failure (Vogels, 2008). Database sharding inherently improves fault tolerance by isolating failures
to a single shard, limiting the blast radius.

III. METHODS USED: SECURE DATABASE REFACTORING AND EVALUATION

Figure 1: Secure Cloud Database Refoliring (SCDR) Architecture & Data Flow
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3.1. Refactoring Methodology: The Strangler Fig Data Access Layer

The refactoring process involved four phases:

1. Baseline Setup: Deploying the monolithic application and its single-instance managed cloud database.

2. Access Layer Introduction: Inserting a Data Access Service (DAS) layer between the application services and the
database. Initially, the DAS simply proxies all requests to the legacy database.

3. Refactoring and Sharding: Horizontally partitioning the database into three shards (e.g., based on Customer ID
hash) and migrating data over a dark-launch period.

4. Security Integration (SCDR): Implementing the two security patterns within the DAS:

o Pattern A (Tokenization): Implementing a cryptographic vault service where sensitive fields are swapped for
tokens on data write and de-tokenized on read.

o Pattern B (ABAC): Integrating a Policy Enforcement Point (PEP) within the DAS that performs a real-time,
synchronous call to a remote ABAC service for authorization on every data access request (Hu et al., 2019).

3.2. Experimental Setup and Metrics

e Environment: Cloud environment (AWS/GCP equivalent) using managed database services (e.g., Aurora/Cloud
Spanner for high-availability features).

e Workloads: Simulated e-commerce workload with a $75\%$ read / $25\%$ write ratio, peaking at $20,0008
transactions per second (TPS).

e Comparison Architectures:

o Architecture L (Legacy): Monolithic DB, no security patterns.
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Architecture R+S (Refactored/Sharded): Sharded DB, no security patterns.

Architecture R+S+A (Secured Tokenization): Sharded DB with Tokenization (Pattern A).
Architecture R+S+B (Secured ABAC): Sharded DB with ABAC (Pattern B).

Metrics:

Scalability: Maximum sustainable TPS before saturation.

Latency: P95 transaction time ($\text{ms}$).

Fault Tolerance: Average RTO (seconds) after simulating a database zone failure.

Security Overhead: The difference in P95 latency between Architecture R+S and R+S+A/R+S+B.

O O O O ® O O O

IV. MAJOR RESULTS AND FINDINGS

4.1. Scalability and Throughput

|Architecture ||Max Sustainable TPS”Scalability Improvement (vs. L)|
L (Legacy) 188,500 \text{ TPS}$ |IN/A |
[R+S (Refactored)  [[$12,900 \text{ TPS}$ |[$51.8\%$ |
[R+S+A (Tokenization)|[$12,100 \text{ TPS}$ |[$42.4\%$ |
[R+S+B (ABAC) |[$11,500 \text{ TPS}$ [[$35.3\%$ |

Refactoring alone (R+S) delivered the maximum performance gain. Crucially, the secured architectures (R+S+A and
R+S+B) still achieved over $42\%$ and $35\%$ improvement in scalability, respectively, compared to the
monolithic legacy setup. This validates that SCDR achieves the desired scaling despite the security overhead.

4.2. Latency and Security Overhead

|Architecture ||Read P95 Latency (ms)”Write P95 Latency (ms)”Security Overhead (Write)|
[R+S (Refactored)  |[$4.5% |[$6.28 NN |
[R+S+A (Tokenization)|[$5.1$ |l$7.5% |[s+1.3 text {ms}$ (21%) |
[R+S+B (ABAC) ||s6.88 |[$9.88 |[8+3.6 \text{ms}$ (58%) |

e Pattern A (Tokenization): Introduced a manageable $21\%$ overhead on write latency, primarily due to the single
synchronous call to the token vault service. Read latency was minimally impacted as de-tokenization was optimized.

e Pattern B (ABAC): Introduced a significant $58\%8$ overhead on write latency. This large penalty is attributed to
the resource-intensive, synchronous remote call to the ABAC policy engine for complex authorization checks,
confirming a higher "security tax" for fine-grained authorization (Wiesner et al., 2019).

4.3. Fault Tolerance (Recovery Time Objective - RTO)
Simulated zonal database failure:

|Architecture ||Average RTO (seconds)”RTO Improvement (vs. L)|
|L (Legacy) ||$18.5 \text{s}$ ||N/A |
[R+S+A (Tokenization)|[$8.3 \text {5} $ ||$55.2\%$ |

The sharded and refactored architectures (R+S+A/B) showed dramatically superior fault tolerance. The monolithic
nature of Architecture L required a larger failover time due to the complexity of the single instance. Sharding confined
the failure to a single shard, allowing the other shards to remain operational and the failed shard to be restored much
faster, resulting in a $55\%8$ reduction in RTO. The security patterns themselves did not materially affect the RTO as
the security services were deployed in a separate, highly-available cluster.
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V. CONCLUSION AND IMPLICATIONS

5.1. Conclusion

This empirical study demonstrates that Secure Cloud Database Refactoring (SCDR), specifically the migration to a
sharded architecture secured with advanced security patterns, is a highly effective strategy for achieving superior
operational characteristics. While the security integration introduces a measurable latency cost (up to $58\%$ for
ABAC), the refactored architecture's benefits—a $42\%8$ increase in horizontal scalability and $55\%$ faster
recovery from failures—far outweigh this cost. The benefits stem from the architectural decoupling achieved through
sharding and the introduction of the Data Access Service (DAS), which acts as a centralized point for both security
enforcement and query routing.

Figure 2: Empierical Evaluation: Scalability & Fault Tolertance Impact
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5.2. Implications

e Security as an Enabler: The findings overturn the perception of security refactoring as purely a cost or burden.
Strategic SCDR is a precondition for maximal cloud scalability and resilience.

o Trade-off Management: Architects must understand the trade-off: Tokenization (Pattern A) offers strong security
with a manageable $\approx 21\%$ write overhead, making it ideal for high-volume, sensitive data. ABAC (Pattern B)
offers superior, fine-grained control but comes with a steep $\approx 58\%$ overhead, suggesting its use should be
reserved for low-volume, high-risk data operations.
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